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• 3D to depth map projection: C3PR learns the optimal camera pose 

for 3D-to-depth projection using ℒ𝑐 .

• Model reprogramming: This module is used to further adapt the 

projected depth for the CLIP using ℒ𝑔.

• Prompt engineering: To mitigate overfitting, we used prompt 

engineering with GPT to generate additional samples for few-shot 

novel classes.

• Vision-language alignment: The language-vision domains are 

aligned using a relation model and the corresponding loss ℒ𝑔.

• Training: The entire pipeline is trained witℎ, 

BFTT3D is preventing error accumulation.

Summary of FSCIL results for within-dataset experiments.

The impact of all our contributions to the proposed architecture.

Summary of FSCIL results for cross-dataset experiments.

❑Image foundation model for 3D FSCIL: The existing 

image foundation models, such as CLIP, are not well-

suited for 3D tasks like Few-Shot Class-Incremental 
Learning (FSCIL).

❑We propose a novel approach, C3PR, for 3D FSCIL.

• Learning the preferred object-based camera pose for 3D 

to 2D projections;

• A novel model reprogramming approach for 2D CLIP 

encoders targeting 3D point cloud data;

• Prompt engineering based on a GPT model for novel 

few-shot classes to mitigate overfitting.
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